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Why use pre-trained models?

» Real good data with reasonable sized images and many
categories takes ages on big computer farms

» The data is similar to the previous one — gain time

> Strategies
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Train the Train some layers and Freeze the
entire model leave the others frozen convolutional base
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Why use pre-trained models?

> Strategies

Dataset

Quadrant 1

Large dataset,
but different from
the pre-trained
model’s dataset

Quadrant 3

Small dataset and
different from the
pre-trained
model’s dataset
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Quadrant 2 Train the entire Train some layers and
model leave others frozen
Large dataset
and similar to the
pre-trained
model's dataset ﬁ B
Dataset Dataset
imilari Similarity
Quadrant 4 leain sol:lhe Iay:rs and Freeze the
Small dataset and leave others frozen convolutional base
similar to the pre-
trained model's
dataset
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Visualization of different layers

» Algorithm:

» Use the optimization algorithm of tensorflow and maximize the
outcome of one class

» We end up with images which will be 100% in one category
» How they look like?






Visualization of different layers
conv4_1:a few of the 512 filters
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Visualization of different layers
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