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Dimension reduction

» Images contain too much data compared to output, (e.g.
VGG16, input 228 x 228 x 3 = 155952, output 1000.)
» Methods to retrieve the relevant information

» Eigen decomposition

» Principal component analysis

» Autoencoder

» All fall in the unsupervised cathegory

Figures from Sebastian Raschka



Principal component analysis

» PCA :Find directions of maximum variance

» Eigen decomposition: Consider data N x P as a matrix.
Consider the eigen vectors with the largest absolute eigen

values.
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PCA

» Transform data
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PCA

> Keep relevant dimensions
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PCA

» Keep relevant dimensions
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PCA

If you are lucky a few dimensions are enough to tell the
categories apart.
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(a) Visualization by 1-SNE.

Shown are 6000 images from MNIST projected in 2D



Autoencoder

» Make the machine learn the important components
> Make a bottleneck in the network.
» Teach the network the image itself

Encoder Decoder
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Autoencoder

» Make the machine learn the important components
> Make a bottleneck in the network.
» Teach the network the image itself

fully connected layer ~ fully connected layer
+ leaky relu + sigmoid

Reshape 184 — 32 3 —> 784 Reshape

28%28 => 784 784 => 28%28
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Autoencoder

» Transposed convolution

*

Figure 2.1: (No padding, unit strides) Convolving a 3 x 3 kernel over a 4 x 4
input using unit strides (i.e., i =4, k=3, s=1and p = 0).

» Upscaling
Regular Convolution:
output

input

Transposed Convolution (emulated with direct convolution):
output

input

Dumoulin, Vincent, and Francesco Visin. "A guide to convolution arithmetic for deep learning." arXiv preprint
arXiv:1603.07285 (2016).




Use cases of Autoencoder

» Noise reduction: noise is a lot of information, since it has no
correlation, most of it will be lost at the bottleneck.

» Missing part reconstruction
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Use cases of Autoencoder
» Noise reduction
» Missing part reconstruction
» Images in given style https://arxiv.org/abs/1508.06576



https://arxiv.org/abs/1508.06576

