
Artificial intelligence in data science
Backpropagation

Janos Török

Department of Theoretical Physics

September 30, 2020



Fully connected feedforward neural networks

I Ideas from Piotr Skalski (practice), Pataki Bálint Ármin
(lecture) and HMKCode (lecture)



Fully connected neural networks

I Model:
I Inputs (xj) or for hidden layer l : Al−1

j

I Weight w l
ij

I Bias bli
I Weighted sum of input and bias: z li =

∑
j A

l−1
j w l

ij + bli
I Activation function (nonlinear) g : Al

i = g(z li )

Yang et el, 2000.



Feed forward

I Example

I We have an output, how to change weights and biases to
achieve the desired output?

I Error L



Backpropagation

I

∆W = −α ∂L

∂W

I W is a large three dimensional matrix
I Chain rule!



Backpropagation

I Chain rule

d sin(x2)

dx
=

d sin(x2)

dx2
dx2

dx
= cos(x2) · 2x



Backpropagation

I Chain rule

ali = g(zai l) = g

∑
j

w l
ija

l−1
j + bli


∂error

∂w l
ij

=
∂error

∂ali

∂ali
∂z li

∂z li
∂w l

ij

(1)



Backpropagation: Example

I From HMKCode
I Note that there is no activation function (it would just add

one more step in the chain rule)



Backpropagation: Example

I Weights



Backpropagation: Example

I Feedforward



Backpropagation: Example

I Error from the desired target



Backpropagation: Example

I Prediction function



Backpropagation: Example
I Gradient descent



Backpropagation: Example

I Chain rule



Backpropagation: Example

I Chain rule



Backpropagation: Example

I Chain rule



Backpropagation: Example
I Chain rule



Backpropagation: Example

I Summarized



Backpropagation: Example

I Summarized in matrix form



How many layers?

I Neural network with at least one hidden layer is a universal
approximator (can represent any function).

Do Deep Nets Really Need to be Deep? Jimmy Ba, Rich Caruana,


