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Working with text
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Real nightmare
Lot of data (e.g. books, chats, tweets, etc.)
Number of languages ~ 6500

Number of really spoken languages?

» According to Wikipedia 100th language has 7.5million native
speakers
» Wikipedia with at least 100 pages: 282 languages

Writing: left to right, right to left, symbols (chinese)
Encoding: utf-8 + nightmare

Grammaire: Agglutinative, Polysynthetic, Fusional language —
stem="7



Lucky world

» English is just the perfect choice
» Short words
» No fusion or hardly any conjugation

> Very few letters, and all are available as simple ascii



Make the computer understand the text

» Analize the word (problems with same form) e.g. leaves (what
trees have and what someone does at the end of the class)

> Get meaning — stem

> Always use purpose made tool on you own language
(hunmorph for Hungarian)

echo "alkalmatlanok" | ./src/wrappers/ocamorph/ocamorph
--aff ../morphdb.hu/morphdb_hu.aff \

--dic ../morphdb.hu/morphdb_hu.dic

> alkalmatlanok

alkalmatlan/NOUN<PLUR>

alkalmatlan/ADJ<PLUR>

alkalom/NOUN [NEG_ATTRIB]/ADJ<PLUR>

alkalom/NOUN [NEG_ATTRIB]/ADJ<PLUR>



Words to vector

Mikolov et al. 2013
» Take sentences
» consider 5 word grams

» encode them using one hot encoding
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Words prediction

» Word is determined by neighboring word and of course context.

» Two way of

Given a set of
(neighboring) words,
guess single words
that potentially occur
along with this set of
words.

guessing
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neighboring
words based on
the single word
being analyzed.



Encoding

» Set of words

» Extra words an end of sentence extra encoding
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Word similarity

» If we have only single layer of neurons

» We can find similar word which have the most similar weights

Given a set of
(neighboring) words,
guess single words
that potentially occur
along with this set of
words.
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Guess potential
neighboring
words based on
the single word
being analyzed.



Word similarity

> |If we have only single layer of neurons

» We can find similar word which have the most similar weights

Type of relationship Word Pair 1 Word Pair 2
Common capital city Athens Greece Oslo Norway
All capital cities Astana Kazakhstan Harare Zimbabwe
Currency Angola kwanza Iran rial
City-in-state Chicago Mlinois Stockton California
Man-Woman brother sister grandson | granddaughter
Adjective to adverb apparent apparently rapid rapidly
Opposite possibly impossibly ethical unethical
Comparative great greater tough tougher
Superlative easy easiest lucky luckiest
Present Participle think thinking read reading
Nationality adjective | Switzerland Swiss Cambodia Cambodian
Past tense walking walked swimming swam
Plural nouns mouse mice dollar dollars
Plural verbs work works speak speaks




