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Information

I Coordinates:
I Török János
I Email: torok@phy.bme.hu, torok72@gmail.com
I Consultation:

I F III building, first floor 6 (after the first stairs to the right, at
the end of the corridor), Department of Theoretical Physics

I Upon demand (Email)

I Webpage:
http://physics.bme.hu/BMETE15MF75_kov?language=en

I Homework: http://newton.phy.bme.hu/moodle
I Login to moodle: Your username will be the same as your

email name. Use the "Forgotten your username or password?"
option to generate and email new password. Please use
moodle system to submit homework.
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Required knowledge

I Knowledge of basic matrix and linear algebra
I Python language, numpy, matrices, data handling
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Requirements

I Signature
I 50% homework submitted and accepted

I Generally the completion of the class work
I Working codes
I Using fancy visualization techniques does not improve the

mark
I Submit always the notebook, not the pdf version of it,

however you may submit an extra pdf if you want to give more
explanation. (zip them into a single file.)

I Exam: mark
I 30%: Homeworks (individual)
I 30%: Data challenge
I 40%: Project (pairs/groups) presented in the last lecture
I At the end of the semester there will be a 5 minute

investigation to verify the authenticity of the codes
I Turn it in language: English, Hungarian, German, French
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Data challenge
I Traffic sign recognition
I Images from street view
I Only circular red ones, into four categories.
I Test random street from Budapest, score based on accuracy.
I Extra points for more precise recognition
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Topics

I Image segmentation
I Decision tree
I Deep learning (from cratch in numpy)
I higher level implementations (tensorflow, sklearn)
I Convolutional neural networks
I Pre trained models
I Textual data
I Sequential data
I Game models
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Artificial Intelligence

I "a system’s ability to correctly interpret external data, to learn
from such data, and to use those learnings to achieve specific
goals and tasks through flexible adaptation."

I "AI is whatever hasn’t been done yet."
I Weak or strong

I Weak: trained for one particular task (e.g. Google assistant)
I Strong: Can perform unfamiliar task.
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Artificial Intelligence types

I Reactive machines: single purpose machines trained on data,
e.g. Deep blue

I Limited memory: uses past (limited extent) to make decisions
in the present

I Theory of mind: understand others and their decisions (not
yet)

I Self-awerness: What everybody is afraid of!
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Neural networks

I Input vector I
I Output vector O(I )

I Transition matrix Wij ∈ [−1, 1]
I Learning using a cost function
I Test goodness
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Neural networks: Learning

I Supervised learning
I Data training:

I Superwised learning
I Fitness function, energy:

E = T (I )− O(I ),

where T (I ) is the target vector for input I
I Minimize E for available set of {I , I (O)} pairs
I Deep learning: many layers of neurons in the neural network

I Test goodness:
I Use only part of {I , I (O)} pairs for learning, the rest is for

testing.

I Used for: pattern recognition, classification, etc.
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Neural networks: Learning

I Reinforcement learning
I Cost function is a long time performance on an agent making

decisions based on the neural network.
I Test goodness:

I Compare with other agents which can be algorithmical or
based on neural networks

I Used for: control problems, AI, complex optimization
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Neural networks: Learning

I Unsupervised learning, weight is increased for neurons that fire
together, random forest

I Supervised learning: cost function
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Deep learning: Feed forward
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Deep learning: Feed forward
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Deep learning: Feed forward
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Deep learning: Feed forward
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Deep learning: Feed forward
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Deep learning: Feed forward
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Deep learning: Feed forward
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Deep learning: Backpropagation
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Deep learning: Backpropagation
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Deep learning: Features example
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Deep learning: Convolutional Neural Network
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Optimization

I General optimization
I Parameters of the system x (input)

I for networks: adjacency matrix, degree distribution
I for pattern recognition: data, or processed data (e.g Fourier

spectrum, etc.)
I Optimized property: y = f (x), we search for f (.) which gives

the desired y
I any measurable quantity
I classification of data (e.g. y = 1 for cat, y = 2 for dog, etc.)

I Loss function, L(f ), the quantity to be minimized
(Energy/Hamiltonian)
I Least square: L(f ) = [y − f (x)]2

I Hamming distance: L(f ) =

{
1 if f (x) = y

0 otherwise
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Linear regression

Houbble original fit:
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Linear regression

Houbble change in time:
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Linear regression

I Assume linear form for the loss function:

fw(x) = wTx

I The problem must not be linear, e.g. polinomial fit w contains
the coefficients of the polynomial (i indexes data points):

yi = w0 + w1xi + w2x
2
i + · · ·+ wmx

m
i + εi

y1
y2
...
yn

 =


1 x1 x2

1 . . . xm1
1 x2 x2

2 . . . xm2
...

...
...

. . .
...

1 xn x2
n . . . xmn



w1
w2
...
wn

+


ε1
ε2
...
εn


I If X is a square matrix than w = X−1y
I Otherwise w = (XTX )−1XTy
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Linear regression

I If X is a square matrix than w = X−1y
I Otherwise w = (XTX )−1XTy
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