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A class of infinite-ranged random model Hamiltonians is defined as a limiting case in which the appropriate
form of mean-field theory, order parameters and phase diagram to describe spin-glasses may be established.
It is believed that these Hamiltonians may be exactly soluble, although a complete solution is not yet
available. Thermodynamic properties of the model for Ising and XY spins are evaluated using a “many-
replica” procedure. Results of the replica theory reproduce properties at and above the ordering temperature
which are also predicted by high-temperature expansions, but are in error at low temperatures. Extensive
computer simulations of infinite-ranged Ising spin-glasses are presented. They confirm the general details of
the predicted phase diagram. The errors in the replica solution are found to be small, and confined to low
temperatures. For this model, the extended mean-field theory of Thouless, Anderson, and Palmer gives
physically sensible low-temperature predictions. These are in quantitative agreement with the Monte Carlo
statics. The dynamics of the infinite-ranged Ising spin-glass are studied in a linearized mean-field theory.
Critical slowing down is predicted and found, with correlations decaying as e~[(T-7.)/7'] Ytfor T greater than T,
the spin-glass transition temperature. At and below T, spin-spin correlations are observed to decay to their

long-time limit as ¢ ~'/2

I. INTRODUCTION

In recent years considerable interest has arisen
in the possibility of the existence in suitably spati-
ally disordered systems of a new type of magnetic
_ order not found in pure systems. This is the so-

called spin-glass phase®? in which magnetic mo-
ments are believed to be frozen into thermal equil-
ibrium orientations but with no average long-range
order; one way of defining this statement mathe-
matically is to say that ((S,)|)# 0 but ((&;) - &,
-0 as —ﬁ, —f{j —~, where ( ) refers to a thermal
average and ( ), to an average over the spatial

disorder (inthe latter case with R, —ﬁj held fixed). -

A number of physical examples appear to exist;
the canonical cases' are metallic alloys with sub-
stitutional magnetic impurities, such as CyMn or
AuFe; other examples are found in amorphous
systems and in compounds with inequivalent sites
randomly available to maghetic ions. A necessary
requirement seems to be a locally random com-
petition between ferromagnetic and antiferromag-
netic forces, aithough this competition may have
a number of possible miicroscopic origins; for
example, fixed positions but random exchange,
fixed exchange interaction as a function of dis-
tance but random positions, topological disorder
as in ah amorphous system with antiferromagnetic
exchange but no possibility of a sublattice, etc.

In order to demonstrate theoretically the pos-

Ik

sible existence of a spin-glass phase Edwards
and Anderson® (EA) introduced a simple model
with exchange disorder and were able within a
novel mean-field theory to demonstrate the ex-
istence of the phase. Their model is of a set of
classical spins —S.,- on a periodic lattice interacting
via an exchange interaction

== 4,88, , (1.1)
(i)
where the sum is over nearest-neighbor pairs
and the J,;; are independently distributed with the
Gaussian probability distribution

P 4p) = (@) /2] exp(d,2/2T7). (1.2)

The disorder is quenched; that is J;,’s are chosen
randomly but then fixed for all thermodynamic
purposes. It is evident that none of the convention-
al types of order is possible. To study this prob-
lem, EA employed a novel replication procedure
with spin correlation between Gibbs-like replicas
playing the role of a spin-glass order parameter
in a generalized mean-field solution. Since that
work, extensions have been made? to include inter-
actions beyond nearest neighbors,*® exchange
distributions offset from zero to allow for com-
petition between spin-glass and ferro (or antifer-
ro-) magnetism,® and some quantum effects.*®
These studies have all employed mean-field the-
ories with the unconventional EA order parameter.
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It is well known that molecular-field theory for
a pure ferromagnet becomes exact in the thermo-
dynamic limit for a constant infinite-range ex-
change interaction provided that the interaction
is appropriately scaled with the number of spins
in the system.” In this paper, we examine the
analogous situation for systems which can exhibit
spin-glass and ferromagnetic behavior. The
Hamiltonians we employ are analogous to (1.1)
but the summation E( 7y Tuns over all pairs of
sites (4j) in the system and we concentrate pri-
marily, but not exclusively, on an Ising inter-
action. We show that to lead to physical but non-
trivial thermodynamic consequences a cumulant
moment of J;; (denoted (J7;).) must scale inversely
as the number of spins N. Thus, for possible
ferromagnetism we require

<Jij>c=joN-1+ Oo(N™) (r>1), (1.3a)
and for potential spin-glass behavior
(I%).=J?N+ O(N™") (r>1). (1.3b)

The relative magnitudes of J, and J determine
whether ferromagnetism or spin-glass ordering
occurs at low temperature. Higher cumulants
will scale as higher inverse powers of N than the
first two and thus do not affect the thermodynamic
properties of an infinite-ranged model. We shall
therefore employ a Gaussian distribution of inter-
actions without loss of generality.

The plan of the paper is as follows. In Sec. II
we employ the replication procedure® of EA to
analyze an infinite-ranged Ising spin-glass—~fer-
romagnet model with a Gaussian distribution of
interactions the moments of which are as given
in (1.32a) and (1.3b). A condensed version of Sec.
II was originally presented in Ref. 5. In Sec. III,
we present a high-temperature series expansion
for the same model, which confirms the predic-
tions of the replication procedure for the trans-
ition from paramagnet to spin-glass or ferromag-
net with decreasing temperature. [This expansion
has been described by Thouless et al.® (TAP) for
the case of pure spin-glass ordering.] In Sec. IV,
we investigate the corresponding classical planar
spin model using the replication method. As stated
earlier we believe the general classical m-vector
model based on an infinite-ranged version of (1.1)
with distributions scaled as in (1.3) is in principle
exactly solvable. Section V reports Monte Carlo
tests of the replica and other theories, necessary
since no real systems with the assumed interac-
tions are known. The simulations also give access
and insight into some of the microscopic phenom-
ena which are unique to spin glasses. Dynamics of
spin-glasses (assuming Ising interactions and

single;spin-flip relaxation processes) are analyzed
and then studied by Monte Carlo in Sec. V.

II. REPLICA THEORY

For purposes of calculation, it is usually con-
venient to average over any randomness in a phys-
ical system at the earliest possible stage. When
the randomness is quenched (immobile) the aver-
aging must however be carried out on.a physical
observable. In the present thermodynamic prob-
lem, we must therefore average the free energy
F and not, for example, the partition function Z.
Normally, this is a much more awkward procedure
than that of averaging Z, as would be appropriate
to a system with annealed disorder. However,
at the cost of increasing the effective spin dimen-
sionality and using limiting procedures, a free-
energy average can be transformed into a partition
function average using a procedure which appears
to have been first used in statistical mechanics
by Kac® but rediscovered independently by Ed-
wards,*!® Grinstein and Luther,’! and Emery.!? .
This procedure is essentially the identity

Inx=lim (x"-1)/n, (2.1)
n—>0
with x taken as the partition function Z. For in-
tegral n, Z" may be expressed as

Z"=LI1 z,, (2.2)

where « is a dummy label. The seta=1,...,n
may be interpreted as identical replicas of the
real system. In a disordered system Z, is a func-
tion of the disorder, all the replicas a having the

" same disorder but not interacting in any way with

one another. Averaging the free energy over the
disorder leads, via (2.1), to an averaging of Z"
over the disorder. For the case of integral »,
averaging Z" leads in turn to an effective inter-
action between the replicas o and thus to an ef-
fective pure system with an interaction of higher
order than the real (impure) system. This ef-
fective system is analytically continued to small
n to give the averaged free energy using (2.1).
In this section, we apply this replica procedure
to the infinite-ranged Ising model with Gaussian
exchange distribution.

The system we consider here is characterized
by the Hamiltonian

== J;38:S; —HY_ Sy, (2.3)
T 7

where the spin operators S; take the values +1,
the (i) sum is over all bonds, the dJ;; are dis-
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tributed according to

p(d;)=1@m) 27" exp i CF —J ) (2.4)

1

f==kT lim lim (Nz)™! {fg [p(J”)dJ,-,]Tr,,exp[

N—->0 n—>0

3

and H is an external field. Using (2.1) and (2.2)
the averaged free energy per spin, f(=F/N) in
the thermodynamic limit may be expressed

as

(Z J,jS"‘S"‘/kT+H>:S°‘/kT>] } (2.5)

(i)

S . o H 5
=—kT lim lim (Nn) 1{Tr,, exp[Z(Z.: SES%T /kT + m}; S?‘Sj"S‘foJz/z(kT)z)+ﬁ }; Z‘: sg] - 1}, (2.6)

N—>» n—>0

where @, B label » dummy replicas and Tr, denotes the trace over spins in each of the » replicas. After

some rearranging we obtain

F=—kT lim lim (uN)™ [exp {l J2/4(RTP J(N*n = #®N) = (Jo/2kT)Nn} Tr, exp(i;"T

N—>o n—>0

i

Tz

+“(fT‘)”5 Z(ngs§)2+k%;25?)—l], @7

(@B)

where (o, B) refers to combinations of @ and 8
with a #8. Note that the exchange terms in the
~second exponent are now in the form M2, 0,)?
where O; is a local intensive operator, which
leads to physical but nontrivial thermodynamic
consequences only if AN, The physically sen-
sible scaling of J, J is, thus,

Jo=do/N , (2.82)
J=dJ/NY/2 | (2.8b)

with <f0, J both intensive. More complicated dis-
I

f==FkT lim lim (nN)'l(eXD[ij”/4(kT)2] f [I.I@]_n N

N—>» n—>0

U
tributions than (2.4) will, in general, give rise
to terms of sixth and higher order in (2.6), but
these will be of order N* or smaller, and thus
are without thermodynamic consequences.

It also follows from the form X (27, 0,)? that a
transformation may be made to a Gaussian-aver-
aged single-site problem, using the identity

exp(Aa?) = (21r)"/2f dxexp[-3x2+ (20 %ax].  (2.9)

Dropping terms which vanish in the thermodynamic
limit, we may rewrite (2.7) as

N\1/2
] el (aB)
¥ ] [(IaBI) <2”> % ]

xexp{-—N[Z; L(x*)? +(§s:) L(y®)?

H J,
_.lnfTI'eX{)<E5;:E:\S“ +(%;TT7§
o

where the trace is now over n replicas at a single
site.

For large N and integral »> 2 the integrations
in (2.10) can be performed by the method of steep-
est descents, the integral being dominated by the
region of maximum integrand. At the maximum
all the x® are equal as also are all the y*#; we
denote their values by x,, v,. A convenient para-
metrization permitting analytic continuation to
n—0 then follows from the substitution

>1lzza:xasa+_ 3 e )]}_1),(2.10)

(aB)

—

2
> y,‘n";,‘i’s‘”se»éy,.[(z sa) —n], (2.11)
o

(aB)

together with the use of identity (2.9). With the
further substitution

an=ya(kT /),

m, =2, (kT /)12,
the integral in (2.10) for » > 2 becomes

(2.12a)
(2.12b)
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(detA,)/2exp [— N(n(f‘om,z,/Z RT)+ (J/2kT)[n(n — 1)g2+ 2nq,,)

—~1n f dz( 2m)"1/2 exp(—% 22)(2 cosh E,)")][l +O(NY)], . (2.13)

where =, =(J,m,+Jq, /%2 + H)/kT, and m,, q, satisfy the coupled equations

S f dz(27m)™/2 exp(-32°)(2 coshZ,)" tanh=
- )

n f dz(2m)™ /% exp(-122)(2 coshE,)"

‘ (2.14)

1+(n-1)g, f dz(27) 1 73(2 coshz,)"

A, is an [3n(n+1)] X [$n(n+ 1)] matrix whose ele-
ments are simple functions of m and ¢ of order
unity; it is given explicitly in Appendix A. Con-
tinuing these equations to small » and substituting
(2.13) into (2.10) we find

F=kT ((Jo m2/2kT) - [J2(1 = q)*/A(T)?)

—(2m)"t/2 fdz exp(-322) In(2 cosh= ),

(2.16)

with
me f dz(2m)™? exp(~12?) tanhZ 2.17)
g= f dz(2m)/2 exp(—32?) tanh?= . (2.18)

Solutions of (2.17) and (2.18) may be obtained
by expansion near the points T=0 and 7=T,. Be-
fore exhibiting the solutions and their consequenc-
es for the thermodynamics let us note the physical
significance of m and ¢. As shown in Appendix B,

m =SV (2.19)
7= (S, - (2.20)

A nonzero g thus indicates magnetic order, while
nonzero m (in addition to ¢) indicates that the
order is ferromagnetic. When m =0 but ¢+0 we
call the state a spin-glass. A uniform infinite
range model does not permit periodic antiferro-
magnetic orderings although these are possible
in related short-range interaction models.

The solution of (2.17) and (2.18) leads for H=0
to the phase diagram shown in Fig. 1. All the
phase transition lines are second order. The
phase transition from paramagnetic to ordered

_ J dz@n) (6T /J)(2/q,' *)(2 coshE,)" tanhE, (2.15)

f

magnetic state occurs at a temperature equal to
the larger of J,/k, J/k, the ordered phase being
ferromagnetic if J,>J, spin-glass if the converse
holds. A finite field H removes sharp phase trans-
itions by allowing m and ¢ to be nonzero at all
temperatures.

For J,/J>1 the effect of exchange fluctuations
are weak and ¢ ~m?, in accord with the physical
interpretation of ¢ as the mean-square frozen
moment per site. Although ¢(T=0)=1, m(0) is
diminished by weak fluctuations as

m(0)~1 = (2/m /3(J/J,) exp(—d2/2J%),  (2.21)

and vanishes continuously at the spin-glass phase
boundary as

m(0) ~ (18m) (/T (/M2 =T/, ]2 . (2.22)

Values of m(T) and ¢*/%(T) obtained by numerical
solution of (2.17) and (2.18) are exhibited in Fig.
2 for four choices of jo/j. We note that the effect
of fluctuations is strongest at low temperatures,
causing a decrease in magnetization as 7= 0, and

2.00

T T T T
. 150 PARA b
KT/T
1.00 FERRO b
SPIN
0.50 |- GLASS T
0.0 | | | |
-1.00 -0.50 0.0 0.50 1.00 1.50 2.00

JO/J

FIG. 1. Magnetic phase diagram of the random infinite-
ranged Ising model defined by Eqs. (2.3) and (2.4), using
the natural units (2.8). A spin-glass phase is obtained
at low temperatures for all negative J;, even though the
corresponding uniform system has no phase transition.
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FIG. 2. Frozen moment, q‘/ 2(T) (solid line), and magnetization, m (T) (dotted line), for four magnetic systems
described by (3), with parameters chosen to exhaust the possibilities of the phase diagram in Fig. 1. T is scaled to
the transition temperature from the paramagnetic phase to whichever ordered phase forms first. In (a), J 0=0, and
m=0 for all T. In (b), J,=1.15.J, and the ferromagnetic phase gives wey to a spin-glass phase at lower T. I (c),
Jo=1.5J, and only a ferromagnetic phase is found, with qi/z(T) significantly greater than m (7T) for all T<T,. Case

() is a pure ferromagnet (J =0), with q!/2(T)=m(T).

a line of second-order transitions from ferromag-
net to spin-glass with decreasing temperature for
Jo/J between 1 and (57)'/2,

The frozen moment ¢*/%(T), as is shown in Fig.
2, is found from (2.17) and (2.18) to be proportion-
al to (T, - T)'/? just below T,, tends to unity as
T -0, and is always greater than m(T) at the same
temperature (for J #0). The low temperature be-
havior of ¢(7T) is predicted to be linear

q(T)~1 = @/m2(RT/J) exp(-T2m¥2J5?). (2.23)

This contrasts with the behavior of m(T) in a uni-
form Ising magnet, for which all temperature
derivatives vanish at 7=0 since excitations from
the ferromagnetic ground state require a finite
energy. ‘

The standard thermodynamic functions follow
straightforwardly. For example, the internal
energy may be obtained via the Gibbs-Helmholtz
relation, yielding

U/N = =[3d, m?*+J*(1 - ¢*)/2kT +Hm].

The low-temperature limit of U/N is extracted

(2.24)

by substituting (2.23) into (2.24). In particular,

U(0)/N = —{3J,m(0)*+ Hm(0)
+J(2/7)" 2 exp[ -T2 m(0%7%]}. (2.25)

Higher-order terms in (2.23) were calculated
in order to obtain analytic expressions for the
heat capacity C at low temperature. Numerical
results are displayed in Fig. 3. The following
features should be noted. C is zero at T=0, as
required by general thermodynamic considera-
tions. At the ordering temperature, 7,, C has a
singularity. If the transition is to a spin-glass,
C displays a cusp [Fig. 3(a)]; if the ordered phase
is ferromagnetic, there is a discontinuity [Figs.
3(b)-3(d)]. In both cases, a finite contribution
to C(T) is found above T,:

C/N=J%/2kT?, T>T,.

This latter behavior should be contrasted with
the situation for a pure infinite-ranged ferromag-
net (or a finite-ranged ferromagnet treated in
mean-field theory) for which C vanishes above the

(2.26)
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FIG. 3. Specific heat as a function of 7 (normalized
to the relevant ordering temperature), for the four cases
treated in Fig. 2: (a) J (=0, solid line; (b) J (=1.15.
short dashed line; (c) J=1.5J long-short dashed line; .
(d) J =0, long-dashed line.

ordering temperature.

In the spin-glass phase the leading contribution
to the specific heat at low temperatures is given
by

C/N~@T/D)@/MM 57 - 207Y], (m=0).
(2.27a)

In the ferromagnetic phase, fluctuations still
give rise to a linear term in C, the amplitude of
which decreases to zero as m(0) tends to 1 with
increasing ratio J,/J:

§ ~<%j.7_‘)<%)” 2{1—12— 7 — (2m)"* exp[~(J, m/J)?]}

X exp[-—-é—(jom/cf)z] .

When J,/J lies between 1.0 and 7*/2~1.25, the
transition from spin-glass to ferromagnet with
increasing temperature is indicated by a second
discontinuity in C(T). This case is shown in Fig.
3(b).

The susceptibility y at general H may be ob-
tained directly from (2.15) and has been illus-
trated for various cases within the spin-glass
parameter range in Fig. 3 of Ref. 5. In the limit
H -0 the susceptibility may be simply expressed
in terms of ¢ as

(2.27b) |

X(T)=[1-q@NArT =J 1 -q(T)]}

=x© /1 __j'oxm)) ) (2.28)

where X is the result for J,=0. Above the or-
dering temperature, where ¢ =0, this is just a
Curie-Weiss law. In the spin-glass phase, fluc-
tuations decrease x!*’ and y, giving rise to a cusp.
Positive J:O enhances x at all temperatures.

Within this formulation the entropy is given by

S/N==[J,m®/2T +(J%/4 kT?)(1 - q)(1 + 3¢) - Hm/T)

L R(2T)Y/? j dz exp(~122) In(2 coshZ).  2.29)

At high temperatures this yields physical results,
which we shall see are in accord with series ex-
pansions, but it leads to unacceptable consequenc-
es as T = 0; for example if H=0, m=0, the T—-0
limit of (2.28) is —k/27%. This incorrect result is
the most obvious indication that the procedure
used above of continuing integral #=>2 results to
small continuous # is not correct in all details as
T tends to zero. Other evidence lies in the com-~
puter simulations reported below. On the other
hand, the computer simulations verify many of
the qualitative features below the ordering tem-
perature. Both the simulations and partial sum-
mations of high-temperature series indicate that
the results for temperatures greater than the
ordering temperature are correct, as also is the
prediction of that temperature.

Another apparent difficulty is that f of (2.16)
cannot be considered a Landau variational free-
energy function. Although it has an extremum at
(q,m) as given by (2.17), (2.18), this extremum is
not a minimum in the spin-glass phase but a max-
imum."™ This particular difficulty does not invali-
date the solution since f is not such a variational
function but rather is defined only at the physical
values of ¢, m. In particular it is evident from
series expansions (see Sec. III) that the spurious
minimum of-f at ¢ =0 found, say, for H=0, 30 <J
does not represent a stable solution.

Finally, by way of further support for aspects
of the above analysis, it should be noted that since
the prelininary report of this work the spherical
model analogue of (2.3), (2.4), and (2.8) has been
solved at all temperatures by Kosterlitz et al.**
They use two methods of analysis; the n -0 pro-
cedure, and a direct method, not generalizable
to the Ising model, which employs the exact eigen-
value spectrum of a Gaussian random infinite ma-
trix. They find the same results by both proce-
dures, provided care is taken in the order of cer-
tain multiple integrations. The spherical model
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also gives a negative entropy at 7'=0 but this is
normal for classical continuum models. They do
however also find that f is maximized for the spin-
glass ¢ in the n— 0 limit. These results give us
extra confidence in the general nature of the —~0
procedure.

1i. HIGH-TEMPERATURE SERIES

n our preliminary letter it was noted that the
specific heat above the ordering temperature as
derived above is identical with that given by high-
teraperature series expansions. In fact, however,
as noted by TAP,® the high-temperature series
for the free energy for the model given by (2.3)
and (2.4) can be summed completely at least to
order N in F without using any n -0 tricks giving
(i) the same results as above for kT >J, and # and
(ii) divergences at a temperature equal to the
larger of J,/k and J/k. This demonstrates that the
transition temperatures from paramagnetic to
ordered state are correctly given in Sec. II at
least with respect to transitions of greater than
first order. In this section, we discuss these’
series for the Hamiltonian of (2.3) with H=0.

Using standard manipulations, the partition func-

_tion may be expressed as

z=mr [ [ exp(~k,,8,S,) (3.1)
(§2)]
2"(1”1 cosh[{“)‘l‘rfz"" [Ta+sse,), 62
[ 5)] (4
where
Ky =dy/kT, (3.3)
tyy=tanhK,;. (3.4)

The averaged free energy is therefore given by

f=—kT szf— > [ dJ,,p(J,,) Incoshk,,
i)
IeT
- adp(dyy)
N
X 111(2'”Tr 1T a +S,S,t“)) . (3.5)
“un

f=~rT lim lim (aN)"!

N-—>w p ~>wo

J,
Tr exp'— (~-°~-
{ T LED \RT

AND DAVID

SHERRINGTON

Diagrammatically the argument of the In in the
last term of (3.5) is the sum of closed loop dia-
grams with an even number of bonds at each ver-
tex and no repeated bonds. Repeated bonds can
occur once the logarithm is expanded. Taking
the average against P(f”) given by (2.4) with the
scalings (2.8), one retains to order N-! in the last
term of (3.5) only single and double polygor;s.15
One finds

f=-kTIn2 - J%/4RT + (BT /2N)In(l =J,/kT)

~(T/2N)1n[1 ~ (J/RTY] +d4/2 N +O(N"?), (3.6)

where the In strictly signifies the first (N — 1)
terms of the expansion of the logarithm. From
the (3.6) we can note the following: (i) for kT >max
(fo,j) the iree energy is given to leading order by
f==kTIn2-J2/4RT, (3.7)
in agreement with (2.16) and (ii) the series di-
verges at kT =max(J,,J), signallingthebreakdown
of the paramagnetic phase at the same tempera-
tures as obtained in Sec. II. Below this tempera-
ture, the paramagnetic phase is unstable. When
the single-bond polygon series is divergent, one
expects a transition to a phase in which ((S,)), is
nonzero, while a divergence of the double-bond
polygon series is consistent with nonvanishing
{{Sp®,4. These observations are in accord with
the relevant part of the phase diagram (Fig. 1)
predicted by the replica theory.

IV. OTHER INFINITE-RANGED SPIN-GLASS MODELS

Equation (2.3) can be generalized to give a

" Hamiltonian for general classical m-vector spin-

- glasses in the form

je=— 9 J,8,0 5, - HZS,,

(45

=1, (4.1)

with P(J ;) a continuous distribution as before.
We believe that this model is in principle solvable
for arbitrary m and give below a solution for the
planar model (m =2). We shall use the n~ 0 limit-
ing procedure.

With the transformations as employed for the
Ising problem the free energy for an arbitrary
m-vector model may be expressed as

(4.2)
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For the planar model this can be put into a form
suitable for steepest descents analysis using

- ¢%)cos(ph - ¢8)
=355+ Tye T9), (4.3)

cos(¢f

-
where S{? is a two-dimensional unit vector charac-
terized by an angle

f=—FkT lim lim (nN)“*{Tr,, exp[J

N->wn—=>0

8(kT)2 Z|Z Ut

=—kT lim lim (nN)"!

N-—>o n->0

0P = 0¥ -, 4.4)
and T¢ is a similar unit vector with the angle
Peeiea . (4.5)

For a =8, T* reduces to U, a unit vector or-
iented at an angle 2¢¢. With this notation, f may
be rewritten

)

2';1, Nn? + 8(kT)2 (nNZ2 - 2Nn2)] 1} (4.6)

+| 2T
H

( exp(J *aN/8kT)? f [Iv/2m) ds> aue T (v/2m) ds* dges
[ B

Xexp{—N[Z (%lsa|2+§|uaIz.)+zﬂ'(%lsaﬁlz+%ltasl2)

-InTr exp(z [(J,/kT) /28> 8o 1 (J/2RT)T° - |

+0/27) 30 (50§08 . rfs)]}_l ). @.1)

The trace is taken over spins at a single site only.
This integral can be performed by steepest de-
scents as was done for the Ising model in Sec. II.
The general steepest descents treatment is com-
plicated. We therefore make the physical Ansatz
that for small enough jo there exists a spin-glass
extremum with s® =u®= {*# =0 and with all the |s*?|
equal. The angle of §u3 in its reference plane is

ng_;'cos((p"‘ B))f H

Tr exp ( (J/2kT)?q

where the 7 integration is two dimensional and
leads to

jw v dr exp(= 7)I,(Tr/kT)(:q,) 2T
(]

x exp[-nq,(J /2 kT)?], (4.11)

[

arbitrary. We set it to zero for convenience. An-
ticipating this identification of the order parameter
in the lim, , , we define

4,=q% = |s*®|2kT /T (4.8) -

at the extremum. The trace in (4.7) may now be
expressed as

exp( 21f2)exp<kT (2g)"/*F - Z§Q>GXP[ " ZZT )2]

(4.10)

[

where

I"(k)=f2'(d<p/21r) cos(ng)er 8¢ (4.12)

is a modified Bessel function of nth order.
Applying the extremal condition to (4.7) and tak-
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ing the lim, , , we obtain
q=1- (kT/T)(2/q)"'*

11[{7’(% ‘1)172/kT] . (4.13)
LIJr(3q)*/RT]

xf v drexp(—-37?)
0

This yields a spin-glass ordering temperature
T, =J/2k, as compared with J/k for the Ising case
and J/3k found for the Heisenberg system by Ed-
wards and Anderson. We speculate that for an m-
vector classical model there will be a second-or-
der spin-glass transition at J/mk. Below the or-
dering temperature, ¢ increases as

g=2t+0(t?), (4.14)

where t=(T,- T)/T,. At low temperature, q ap-
proaches unity linearly in T':

g=1-m"2(RT/J)+0(T?). (4.15)
The free energy is given by

=—(J2/8 kT)(1 - q)?
—frdrexp- L2 g, [Fr( ) ?/kT],  (4.16)

and the internal energy by
U= (J2/4RT)(1 - ¢%). (4.17)

This leads to a specific heat which tends to a con-
stant 4% per spin, at 7=0, a consequence of-the
classical nature of the system. It has a cusp of
the usual sort at T,, and decreases as J /4R T?
above T,.

V. MONTE CARLO TESTS OF THE THEORY

The infinite-ranged interactions that make it
possible to demonstrate the existence of a spin-
glass transition in the model Hamiltonian (1.1) do
not occur in nature. In order to test the predic-
tions of the present replica methods or the extend-
ed mean-field theory of TAP for the low~tempera-
ture phase, the necessary experiments were per-
formed by computer simulation. Data obtained in
samples of up to 800 spins are reported and com-
pared with theory in this section. Since space and
time constraints limited the sample size Nto a
relatively small number of spins (N < 800), some
attention is given to determining the dependence of
the results on N.

Since the replica method predicts an unphysical
(slightly negative) entropy in the limit 7-0, we
have made a fairly extensive study of the ground-
state properties of the infinite-ranged Ising spin-
glass as a function of J,, and compare these with
the other predictions of the theory in Fig, 4-6,

-0.72— —

U(0)/NJ

Atk |

-0.78— |

-08 1 L ! L 1
6.0 0005  0.01 0015  0.02 0025 003

1/N

FIG. 4. Ground-state energies found for finite sam-
ples with interactions coupling all pairs of spins, dis-
tributed as in (1.2), with zero mean. For each size,
N the number of samples studied was: 40 spins (200
cases); 80 {200); 200 (60); 400 (40); and 800 (20). The
arrow indicates the ground-state energy predicted in
(5.1) for an infinite sample.

The TAP analysis® is confined to the case J;, =0,
and differs significantly from the present work
only for 7= 0.5 T,. We compare Monte Carlo re-
sults with the predictions of the two theories,
emphasizing the low-temperature results in Figs.
7-11,

In order to obtain predictions for the low-tem-

-070 T T T T

-0.80 -

U)/NT

-0.90}— ) -

-1.00— -

-1.10- \ -

-1.20}— \—

-1.30 | 1 | 1
0.0 0.50 1.00 1.50 2.00 2.50

J

0

 FIG. 5. Ground-state energies U(0)/NJ , for 500-
spin samples, as a function of J,. Each point repre-
sents an average over 20 cases. The solid line (heavier
in the spin-glass phase) is the predicted result (2.25).
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1.00

0.80} |
m(0)/N g
0.60} .

0.40} 4

0.20+ -

0.0 0.50 100, 150 2.00
Jo
FIG. 6. Zero-temperature magnetization for 500-spin
samples in an applied field #=0.01f. Data points repre-
sent average and rms deviations found in 20 cases at
each value of J .

perature thermodynamics, TAP characterize the
low-energy excitations of a spin-glass by a distri-
bution of single-spin molecular fields p(%) neglect-
ing possible excitations which might require the
simultaneous reversal of more than one spin. They
argue that such a distribution is only stable against
further spin rearrangements if p(z) increases from
zero no faster than linearly in % at small fields.

| A related argument has been used to show that
p(0) =0 for random exchange interactions which de-
cay as 1/R%; see Ref. 16.]. This implies that
@(T)=1-a(kT/J ), instead of the linear T de-

0.0 T T

-0.20— —

um

-0.40—

-0.60—

~0.80 1 | |
0.0 0.50 1.00 1.50. 2.00

KkT/3

FIG. 7. Internal energy as a function of 2T for four
samples, 500 spins each. Error bars on the points at
ET=0, 0.5, and 1.0J indicate typical sample~to-sam-
ple variations. The solid line gives the prediction of the
replica theory.
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0.20 [—

00 &* _|

-0.20 | 1 1 1 | |
0.0 0.25 0.50 0.75 1.00 1.25 1.50 1.75

KT/

FIG. 8. Entropy as a function of temperature, obtained
by integrating the Monte Carlo data of Fig. 7 (data
points), and as predicted by the replica theory (solid
line). The Monte Carlo results remain positive at all
temperatures, and are in good agreement with the TAP
prediction (dashed line) at low temperatures.

pendence given by (2.23). TAP suggest that «
should be the value which gives the maximum
density of low-energy excitations consistent with
their mean-field equations, « =2(1n2)"/2 ~ 1,665,

0.60 | , [

050 |- -

cm

0.30 |- |

0.20 |- ‘ -
3

0.10 |- /4 -

00 LA | ] I
00 - 0.50 1.00 1.50 2.00
kT/T
FIG. 9. C(T), averaged over four samples of 500
spins each, with f0= 0.0. The solid line gives the re-
plica theory result, which is linear in 7 as T—0. The
dashed line indicates the T AP prediction.
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FIG. 10. Tx(T), averaged over four samples of 500
spins each, with J=0.0. The solid and dashed lines
give the replica theory and T AP predictions, respec-
tively.

Once a is determined, predictions are readily
obtained for y(T)~a (kT /J P, S(T)~ (ta?)kT?/J?,
and C(T)~ Ga®)kT/J 2. »

Some of the glassy features found in actual spin-
glasses,! e.g., the existence of many metastable
energy minima and unusual slow relaxation phen-
omena, also occur in the computer simulations
and can be subjected to “microscopic” examina-
tion. We report preliminary results of such a
study below.

100 fo=g— T T T
N
b
%
0.80 | \ % —
om) %
0.60 +— -
0.40 |- n
0.20 { -
0.0 L ! 1 P oio
0.0 025 0.50 0.75 1.00 1.25 1.50

KT/T \

FIG. 11. Edwards-Anderson order parameter q(7),
obtained from the data of Fig. 10. Averages were taken
over 400 time steps per spin at each temperature. Solid
and dashed lines are replica theory and T AP results.

The simplest property to test is the internal en-
ergy. Specializing (2.25) to the spin-glass phase
gives

U(0)/JN == (2/7)/2~ 0,79, (5.1)

We wish to check two features of (5.1)—first, that
U(O)N scales as J (i.e., as JN~'/2), and second
the value of the coefficient. One can construct
upper bounds to U(0) which show that U(0)/JN
must be extensive. Consider the following “dy-
namic programming”!” construction of an approxi-
mate ground state: The spins are arbitrarily
numbered 1-N. The alignment of spin 1 is ar-
bitrary. The orientation of spin 2 is chosen to
make J;,S,S,> 0 so that the contribution U,
=—dJ,,5,5, to the internal energy is negative. The
orientation of spin 3 is then chosen to make U,

= — (J 35, +J555,)S,<0, and so forth. The internal
energy of the approximate ground state constructed
in this way is obtained by summing all the U,, and
gives an upper bound to the actual U(0). The av-
erage value of U, is —J(2/7)/2, and that of U,

is —J(2n/7)""2. The expectation value of the sum
of all contributions gives the bound

(0) 9\/2 _ N-1 2/2 1/2
AR O BRUD DRULEE 1) RERT S

(5.2)

which is £ of the replica prediction

A fairly elaborate procedure was followed in the
calculations to ensure accurate estimates of U(0)
for finite samples., The heuristic precautions des-
cribed below were taken because the computational
effort necessary to prove that no better ground
state exists increases rapidly with increas-
ing N. Attempts to improve upon the bound (5.2)
by constructing the m lowest-energy configurations
of n+1 spins, and so forth, proved ineffective.
For N=800, keeping track of the lowest 100 states
as each spin was added gave no significant im-
provement over (5.2). Only for samples with few-
er than 50 spins were apparently convergent esti-
mates obtained, and this required keeping track of
2000 or more intermediate configurations. In the
language of computational complexity theory,”
finding the ground state of a spin-glass has fea-
tures in common with the “NP -complete” prob-
lems, which always require exp(N) effort to solve
in the worst case. What is surprising is that all
samples prove to be “worst cases.”

For each sample, many random starting ar-
rangements of spins were constructed, and for
each starting configuration a deterministic pro-
cedure, analogous to the method of steepest des-
cents, was followed to reach a minimum energy.
At each step a list of partial exchange energies



17 INFINITE-RANGED MODELS OF SPIN-GLASSES 4395

Ej J;;S;S; is constructed. The spin with the high-
est energy is flipped (if that energy is positive),
and the list corrected. If no spin can gain energy
by flipping, pairs of spins are searched to find a
pair which will lower the energy of the system if
they flip simultaneously. If such a pair is found
they are flipped and the search over single spins
continues. If not, selected triples and quartets of
spins with small individual exchange fields are al-
so searched. Such searches were carried out for
60-80 starting configurations in each Monte Carlo
sample, keeping the best ground state encounter-
ed. Small further improvements in the ground-
state energy were obtained by slightly disordering
the best ground states (“warming” them to a tem-
perature 2 or 3 times T, for a few time steps per
spin)-and repeating the descent procedure.

The data obtained, plotted in Fig. 4, confirm
that the ground-state energy scales as j, the
central feature of the Edwards~-Anderson picture.
However, the coefficient given in (5.1) lies below
the values actually found in samples of 40-800
spins, and the discrepancy appears to be outside
the range of possible error. Fig. 4 suggests that
the calculated U(0)/JN, extrapolated to infinite
sample size, must lie somewhere between —0.75
and —0.77. This agrees with the —0.755 +0.01
which TAP report from their Monte Carlo calcu-
lations. The replica theory predicts too low a
ground-state energy [since the negative entropy
implies dF(T)/dT >0 as T - 0], but the magnitude
of the discrepancy is only 3%-5%.

Various portions of the descent algorithm were
used on four 500-spin samples with J,=0 to de-
termine their relative efficacy. The lowest en-
ergies obtained using only single spin flips and
80 random starting configurations of spins ranged
from -0.71 to —-0.74. Searching also for spin pairs
which could flip narrowed this range to —0.72 to
—0.74 by lowering the higher-energy states. The
further improvement from considering three and
four-spin processes was of order 0,001, The
warmup process made a more significant contri-
bution. The samples were warmed briefly to 37T,,
then relaxed into the ground state, then warmed
to 1.5 T, and cooled, and finally warmed to 0.757,
and cooled. After this process, all four were
found to have minimum energies between —0.75
and -0,76,

The discrepancy between Monte Carlo results for
U(0) and the prediction (2.25) decreases with in-
creasing J,, as is seen in Fig. 5. Although (2.25)
predicts that U(0) is independent of jo in the spin-
glass phase, since ¢(0) and m(0) are, the calcula-
tions show U(0) decreasing slightly as the ferro-
magnetic phase is approached. There is no evi-
dence for a discontinuous change 'in the derivative

of U(0) with respect to jo at the phase boundary in
agreement with (2.25). (There does appear to be
a discontinuous change in slope in the U(0) data'®
obtained on finite-dimensional spin-glasses with
the bonds restricted to take the values +d,.)

More direct evidence of the spin-glass ferro-
magnet phase boundary is shown in Fig. 6, which
compares the observed ground-state magnetiza-
tion (in a small external field) with the predictions
of (2.21) and (2.22). Very large fluctuations in the
magnetization, both from sample to sample and
between different low-energy states of a given
sample, were observed for 1.0sJ=<1.4. The pre-
dicted phase boundary occurs at 7'/2x 1,25, the
concentration which in fact shows the largest scat-
ter inm(0). ,The fluctuations seen in Fig. 6 have
a parallel in the recent observation by Vannimenus
and Toulouse'® that (for two-dimensional Ising mod-
els with interactions of random sign but uniform
magnitude) the energy cost of forming a domain
wall around a region of reversed spins becomes
very small close to the spin-glass ferromagnet
phase boundary. For Jz 1.5, agreement between
theory and experiment in Fig. 6 appears excellent.

VI. STATICS FOR T #0

To study the properties of an infinite-ranged
spin-glass at finite temperatures, we have per-
formed Monte Carlo simulations on four samples
of 500 spins, each with J,=0.0, taking data at
temperatures from zero to 27,. These are des-
cribed below and compared with the predictions
of Sec. II. Within the replica treatment, thermo-
dynamic properties are independent of J, in the
spin-glass phase, since jo enters = only when
multiplied by m(T), which is zero, so study of
this one set of samples would seem sufficient to
characterize the phase. However, the ground-
state energies plotted in Fig. 5 show that some
properties may be modified sufficiently close to
the ferromagnetic phase boundary.

The calculations were performed by starting
each system in its lowest known energy state,
and letting each sample evolve for 400 time steps
per spin at an ascending series of temperatures.
The data plotted in Figs., 6—10 were obtained by
averaging over the last 280 time steps at each
temperature. The results were compared with
averages over larger and smaller time intervals
to ensure that equilibrium was reached. The er-
ror bars on selected data points in Figs. 6-10
indicate the variation from sample to sample
(rms deviation). Some Monte Carlo runs with
larger or smaller samples, or much longer av-
eraging times were also performed as checks.
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The internal energy U(T) obtained in this way is
compared with the prediction of (2.18) and (2.24)
in Fig. 7. The discrepancy seen at 7' =0 in Figs.

5 and 6 persists up to roughly 0.5 7°,. The Monte
Carlo observations at 7, and above agree with the
theory to within numerical uncertainty. The en-
tropy has been obtained by integrating 7-'dU(T) up
to 2T,, using the data in Fig. 7, and matching to
the high-temperature limit, S~#1n2~dJ2/4T?%, of
(2.29). Figure 8 compares the computed entropy
with the result of substituting the solution to (2.18)
into (2.29), and with the TAP low-temperature
prediction. '

S(T,)=k(In2 - 1) as predicted. The magnetic en-
tropy extracted at temperatures above 7, in the
present model is therefore less than is observed
experimentally,’’ 2 or in calculations on finite
dimensional spin-glass models.?" '® Below= 0.5
T,, agreement between Monte Carlo and the re-
plica theory becomes poor. The entropy predicted
by (2.29) goes negative at T=0.25 T, while the
computed S(T') appears to go to zero with zero
slope. The TAP T2 dependence and coefficient
gives a good account of the Monte Carlo entropy
for 7= 0.37,.

This behavior for S(7') is consistent with a spec-
ific heat which increases from zero no faster than
as T%. In Fig. 9 are plotted the Monte Carlo re-
sults for C(T), obtained by averaging energy fluc-
tuations over the final 280 time steps out of 400 at
each temperature. The results agree fairly closely
with the theory (2.26) above 7', but lie consistently
below the prediction of (2.27) for T<T,. Figure
9 suggests that at low temperatures, C(7T) tends
to zero with zero slope and in qualitative agree-
ment with TAP, but the data are too crude to dis-
tinguish C o 72 from an activated form, C o exp(
-A/T), such as is found in conventional Ising fer-
romagnets. Similarly, Tx(7T), obtained by averag-

ing
Tx(T):N'1<lZSiSj> , (5.3)
J

is plotted in Fig. 10. It is found to be =1 above T,,
and lies below the prediction of (2.28) when T <T,.
The disagreement would be more striking if x(7')
were plotted. Equation (2.28) gives x(7T) —~ (2/m)'/2
as 7 -0, while the Monte Carlo results are consis-
tent with x(0) =0.

The differences between simulations and the rep-
lica theory in both Figs. 9 and 10 can be summar-
ized by saying that the system appears to be more
ordered than the theory would predict. Figure 11,
which shows results for ¢(T) as directly calculated
using (2.20) from the simulations, confirms this
trend. We see that q(7') lies consistently above
the value obtained from (2.18). Inboth Figs. 10
and 11, the TAP expressions give a good account

SCOTT KIRKPATRICK AND DAVID SHERRINGTON 17

080

0.60

p(h)

0.40

0.20

| I

0.0 !
0.0 0.50 1.00 1.50 2.00

h

FIG. 12. Distribution of partial exchange energies
p (k) as defined in (5.4), averaged over 20 samples of
800 spins each, with fo=0.0. The dashed line indicates
the MRF prediction (5.5).

of the low temperature data.
In the course of the ground-state and Monte Carlo
calculations, the one-spin excitation energies,

hy= Zj:J”.sis,., (5.4)

are available and can be used to test TAP’s con-
clusions about p(%) as well as the assumptions of
mean-random-field (MRF) treatments of the Mar-
shall-Klein- Brout®»2?? type, which attempt to con-
struct a self-consistent p(2). The distribution p (k)
found in the ground states of twenty 800-spin sam-
ples, the largest size studied, is plotted in Fig.
12. As TAP predict, p(#) is linear in 2 for small
h. The small positive intercept appears to be an
artifact of the finite sample size, and decreases
slowly with increasing N.

Mean-random-field theories predict a p(%) which
is qualitatively unlike the results in Fig. 12. The
major difficulty is that such theories when applied
to Ising systems invariably give p(0)#0. For the
infinite-ranged model, Klein has proposed® that
the appropriate MRF is

p(h) = (2/m)Y2Jq"? exp(~h?/2J %q), (5.5)

arguing that (2.17) and (2.18) should be interpreted
as self-consistent equations of the MRF type, e.g.,

(m) = f dnp(n) tanh(Bh). (5.6)
We plot (5.5) in Fig. 12 as a dashed line, and ob-
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serve that it bears no special resemblance to the
observed distribution. The disagreement is most
obvious at small #. Within the MRF approximation
one can calculate the internal energy from p(k) by

U(T) = — % f dhp (W)l tanh(8h) . (5.7)

However, this predicts a ground state energy U(0)/
JN = (2m)"Y/2 which is half of the replica theory
result, and far from the actual value observed in
the simulations (Fig. 4). The identification of the
factor exp(-2) in (2.17) as a Gaussian MRF is
therefore inconsistent with the thermodynamics of
(2.16).

Some of the microscopic details accessible dur-
ing a computer simulation do not have direct ex-
perimental consequences but are nonetheless use-
ful guides to one’s intuition. One possibility we
explored during the simulations was determining
the number of distinct ground states of some sam-
ples and searching for the activation pathways
which connect them. Two ground states were
deemed distinct if their energies differed by more
thaii 0.0001 J. Using the deterministic descent
procedure described above we first counted the
number of distinct local minima found by starting
from many randomly generated initial spin config-
urations in samples with N=20, 30, 40, and 100
spins (20 samples each). The number of ground
states reached was: (N=20) 2-6; (N=30) 8.25
+3.5; (N=40) 25.0+7.5; and (N=100) 41519,

For the smaller sample sizes, 400 starting con-
figurations were used. For the N=100 samples,
after 2000 trials only one or two new local minima
were being encountered every 50 trials. There-
fore, while in principle the quoted numbers repre-
sent lower bounds to the actual number of energy
minima, we do not expect large errors.

Ohe might think of the phase space of a spin-
glass as consisting of large valleys separated by
high activation energies, each valley containing
many local minima. The large activation barriers
between valleys represent the reversal of large
clusters of spins, which will either require high
energy or have low entropy (since many spin flips
must be coordinated), and thus is an extremely
rare event in thermal equilibrium. The local min-
ima are separated by reversals of one or a few
spins, which can involve relatively low activation
energies. To test this view we started each sam-
ple in its lowest-energy state and allowed it to
evolve by the usual Monte Carlo dynamics at a con-
stant temperature T while sampling with the de-
scent algorithm for local minima. After each de-
scent, time evolution was resumed from the con-
figuration at temperature T from which the descent
was taken. For T =2T,, this process yields many
fewer distinct minima than did sampling from ran-

domly generated configurations.

To estimate the number of valleys as a function
of N, we divide the average number of minima
found by searching at T=T, into the total number
of minima found for that sample. The results are:
(N=20)~1; (N=30)=2.2; (N=40)=~3.5; and (N
= 100)~13.0. Both the total number of ground
states and the number of valleys appear to increase
as some small power of N, rather than as «exp(N),
consistent with our finding in Fig. 8 that S(0)~0.
Since the passes connecting two valleys are appar-
ently inaccessible at 7', and lower temperatures,
this picture of the low-temperature states of a
spin-glass provides a possible starting point for
thinking about remanence and other “glassy” ex-
perimental phenomena.

VII. DYNAMICS FOR T #0

Study of the dynamical properties of spin-glass
models of with infinite-ranged interactions shows
additional differences between the spin-glass and
conventional ferromagnets. In particular, the be-
havior of the systems in their low-temperature
phases proves to be rather different. The natural
dynamics to study for an Isirg model is the relax-
ation process in which spins flip independently but
remain in equilibrium with a heat bath at temper-
ature 7. Following Glauber,? we take the prob-
ability for the spin S, to flip to be given by

w(S;~~S,)=3(1-S,;tanhsh,), (5.8)
where the unit of time, or the rate at which spin
flips are attempted, is set equal to unity, and the
change in energy upon flipping the spin S; is given
as h;S;, with z; a molecular field. The form (5.8)
satisfies detailed balance, and thus assures that
the correct equilibrium distribution of microstates
is attained. Suzuki and Kubo,? in a classic paper,
have developed a mean-field theory of relaxation
processes governed by (5.8). Their theory has re-
cently been extended to treat the random molecular
fields found in the infinite-ranged Ising spin-glass
with J ;=0 by Kinzel and Fischer.?® To shorten the
derivations, we shall follow these two papers
closely, although our treatment differs from that
of Kinzel and Fischer in an essential step.

Averaging a master equation based on (5.8), Suz-
uki and Kubo find that the time dependence of the
order parameter in the usual ferromagnetic case
is governed by

d
= S4(®) =~ (5 () + (tanhsh, (1) - (5.9)
A mean-field solution to (5.9).is obtained?®® by as-

suming that unique values of (S(#)) and h(f) exist
and are proportional
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8h(t) =S (@)). (5.10)
Then, -expanding the tanh in powers of its argu-
ment, one obtains

Lot = = (1 = () - CA®m() | (5.11)

dt
valid for temperatures close to or above 7',. In-
tegration of (5.11) is straightforward. For T'>T,
the result is
(1-2)/2
[(1 — A+ %)\3)62(1-).”_~ _:11’_)\3]1/2 ’
(5.12)

m(t,T>T,)=

decaying exponentially to zero as ¢"™»¢, From
(5.10) and (5.12), we identify A=T_/7T. As A-1,
the solution exhibits critical slowing-down, chang-
ing over to a power law form,

m(t, T,) = (1+24)~Y?
with the critical ekponent 3. Below T,, exponential
relaxation again occurs, this time to a nonzero
equilibrium limit, m(7):

m(T)
{1 _ [1 _ m(T)z-Je-zo.—l):}-l/z ¢

(5.13)

(5.14)

M, T<T,)=

For the spin correlations of interest in the pres-
ent case, Kinzel and Fischer®® have used similar
arguments to obtain the kinetic equation:

58,0 == (8,5 (e + (S, tanhBh, (1), (5.15)
where S; here denotes S,(¢=0), and
5,008 1)) = = 2(5,(0)S (1) + 6,(¢) tanh (1)

+(S,(¢) tanhBh,(1)). (5.16)

In the steady state, (5.16) determines the equilib-
rium correlations,

(SiS;)eq=(S;tanhBh, ), .

In a spin-glass, it will not be valid to treat
(§;S,(t) or (n j(i)) as spatially uniform, since in
fact %, will fluctuate about zero. Also, the expres-
sion for (#;) commonly employed when treating
static properties in the mean-field approximation,
)= (Zij,eSk), gives incorrect results when one
attempts to calculate susceptibilities, as Brout and
Thomas?” have pointed out. The remedy was orig-
inally noted by Onsager.?® One must remove from
(,) the field of the extra moment induced on neigh-
boring sites by the presence of the moment ¢S,).
This is '

<5Sk> = X;(z(;)<sj> = Bka<Sj> 3

where we have used a simplified expression for

Xsy?, valid only above the ordering temperature.

(5.17)

(5.18)

Subtracting the effect of (5.18) from ¢S, ) in y)
leaves

(hy) =2 Uia(Sh) = BT3(S ) - (5.19)
3

This expression for (#,) was rediscovered by TAP,
who derive it by several independent arguments.
They found that without the second term it is im-
possible to calculate even static properties of a
spin-glass correctly in the infinite-ranged limit.*

Substituting (5.19) into the kinetic equation (5.15)
and keeping only the linear term in the expansion
of tanh 8h; leads to

) (1 + % + E Bszik> <S,Sj(i)> =-3 Xk:‘]jk<s¢sk(t)> .
' (5.20)

Since
E J2 =J 24 O(i)
w * N/

by (2.8b), the left hand side of (5.20) is independent
of j. Equation (5.20) can now be solved®® by ex-
panding the solution in terms of the eigenvectors
of the random matrix whose coefficients are J;, .
It

° Z:Jfkqu” =g,

(5.21)

(5.22)

the time decay of correlations may be expressed

in terms of the independent relaxation frequencies
.
Thus, if we expand

$:S;@0=N ",5; a,eMa (5.23)
then
a,(t) = a,(0) exp[— (1 + 822 = \)t]. (5.24)

The a,(0) are readily calculated by expanding the.
equilibrium correlations as in (5.23) and substi-
tuting into (5.17). The result is

a,(0)= (1 +8%7 2-2)L. .

Note that if the J,, were not random but constant,
as in the infinite ranged ferromagnet, the largest
eigenvalue of the matrix would be J,, and all other
eigenvalues would be zero, Thus, only one mode
contributes to the decay of correlations in a ferro-
magnet in the mean-field limit. In contrast, there
is a continuous spectrum of x for the spin-glass,
and its density takes the simple form?3°

(5.25)

N™1Y " = (2m827 2y f *szdx[(ZBJ)z- A2z (5.26)
-28J

A



Introducing x=1/28J and combining (5.23)-(5.26),
we obtain the linearized result, valid for T>T,:
(8,S,(1)) = exp[— (1 - 8J) %]

N fldx /7)1 - xz)l/ze-ZB.;(l-x)-t
=1

- a (5.27)
(1-8J) +28J(1-x)

In the high-temperature limit, the integral in
(5.26) can be evaluated by neglecting terms of or-
der 8 in'the denominator, with the result

(S,S,(t)y ~ & U8 te28T81 (231) /31
~exp[- (1 - 8F)%t]/[2n1/2(81)*/*] . (5.28)

This result, like the ferromagnetic solution (5.12),
exhibits critical slowing down as 8! decreases to
J=kT,. Unlike the ferromagnetic system, the
spin-glass has a correlation decay rate proportion-
alto [(T - T,)/TF, so the effects of the critical
slowing-down should be observable over a wider
range of temperatures in the spin-glass than in the
ferromagnet.

In studies of dynamical critical phenomena,® it
is conventional to interpret the characteristic time
7 for order parameter relaxation as the ratio

TX(T = T,)/T(T - T,), (5.29)

of the order parameter susceptibility (here, x‘¥)
to a friction coefficient I'. In a mean-field theory,
one expects that fluctuations in the order para-
meter will cause ¥ to diverge as (T'- T,)"!. For
spin-glasses, Fisch and Harris®® have confirmed
that this value of the susceptibility exponent is
reached at sufficiently high dimensionality, by an-
alysis of series expansions of x‘. This implies
that I'=0 as T — T, for spin-glasses,” which in-
most mean-field theories, I' remains finite at
T.. This unusual behavior is consistent, how-
ever, with the general picture of the spin-glass
transition temperature T, as the point at which
blocking effects (TAP) or “frustration”®® sud-
denly set in.

Monte Carlo calculations of (5,5,(¢)), using the
Glauber dynamics (5.8) were carried out at several
temperatures, both above and below T,. The re-
sults above T, are compared with the predictions
of the linearized theory (5.27) in Figs. 13(a)-13(c).
The integral in (5.27) was performed numerically
to obtain the plotted curves. Each sample studied
in the Monte Carlo simulations had 800 spins, and
two samples were considered in each of Figs.
13(a)-13(c). Before beginning the collection of
data on (5,5,(#)), 100-200 time steps per spin were
taken to allow the samples to come to equilibrium
at the desired temperature. In each of the three,
cases, the observed decay of correlations was
slower than is predicted by the linearized theory,
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FIG. 13. Dashed lines indicate the decay of spin
correlations predicted by the linearized molecular-
field theory in (5.27). The closely spaced dots are
Monte Carlo data for two samples with 800 spins. Cases
shown are (a) 7=2.07,, (b) T=1.5T,,and (¢) T=1.25T,.

but the error seen at the highest temperature, T
=2.0T, [Fig. 13(a)] is fairly small. Agreement is
still fair at T=1.5T, [Fig. 13(b)], but begins to be-
come poor at T'=1.25T, [Fig. 13(c)].

Evaluating (5.27) at T, where BI=1, gives?®
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(8;S;(t)~¢"*/2, the same asymptotic dependence
as seen in the mean-field result (5.13).. The sim-
ilarity is probably coincidental, since (5.27) leaves
out the nonlinear restoring term in (5.11) which is
the source of the ¢*'/2 limiting behavior in (5.13).
It is difficult to add such nonlinear terms to the
treatment leading up to (5.27) since these will mix
the modes which have been treated as independent.
Ma and Rudnick®* have recently studied spin-glass
dynamics in a nonlinear mean-field approximation.
Their model, a scalar Landau-Ginzberg-Wilson
Hamiltonian with a random molecular field, may
be applicable to the present simulations. They
find (S,S,(t)y ~ "'/ for long times, not only at T,
but also at all lower temperatures. However, their
calculation gives 7 ~(T - 7,,)"" above T,, in contrast
to (5.28).

Our Monte Carlo results atandbelow T, are con-
sistent with Ma and Rudnick’s prediction. At tem-
peratures below T, (S;S,(¢)) does not decay ex-

ponentially as it would in a ferromagnet [see (5.14)].

Data for T'=T,, 0.8T,, and 0.67, are shown in Fig.
14. A plot of [(S;S;(#))"® - 1] against ¢, using the
T =T, data of Fig. 14, gave a straight line for the
first 25 time steps per spin. At longer times, the
statistical fluctuations due to the finite number of
spins swamped any further decrease in (S,S,(t)).
Thus, the data taken at T, can be described as
~(1+at)"'/? where a is a phenomenological constant
which turns out to be not too different from the
obtained in (5.13).

Below T,, an extension of (5.13),

<S¢ S{(t» :(1 - qo)/(l +at)t/? +q,,

gives an excellent fit to the data. The heavy cir-

(5.30)
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FIG. 14. Monte Carlo data on the time dependence
of spin correlations are plotted as in Fig. 13 for three
temperatures: (top to bottom) 7=1.07,, 0.8T,, and
0.6 T,. Four samples of 800 spins each were used at
each temperature. The circles indicate the phenomen-
ological expression (5.30), embodying a ¢* /2 decay.

cles in Fig. 14 indicate fits of the form (5.30) using
4,=0,0.22, and 0.49for T=T,, 0.8T,, and 0.67,
respectively, and values of a between 1.0 and 0.85.
These values of g, were chosen to agree with the
long-time-averaged values of the EA order para-
meter expected from theory [see (2.18)] and as ob-
served and shown in Fig. 11.

No choice of parameters in an expression of the
form (5.14) gives an adequate fit to the data 7'=0.8
or 0.67,. If the known long-time limiting values
of q(T) are used and the initial slope is taken as a
free parameter, (5.14) reaches its limiting value
too rapidly. If we force agreement with the data
for 25-50 time steps per spin, (5.14) gives too
small an initial rate of decay.

Binder? has described a similar slow decay of
the EA order parameter in Monte Carlo studies in
two- and three-dimensional Ising models with ran-
dom exchange interactions governed by a Gaussian
distribution, but he did not assign a functional
form to the decay. Since the EA order parameter
does not relax rapidly to its equilibrium value at
temperatures <«<T, as the magnetization, governed
by (5.14), would for a ferromagnet, Binder has
questioned whether some other order parameter
might be constructed with more conventional be-
havior.

We do not think this likely. In the infinite-ranged
spin-glasses, we have demonstrated that g is the
order parameter which uniquely characterizes the
spin-glass phase. The Monte Carlo simulations
show that even in this mean-field limit, ¢(¢) exhib-
its nonexponential relaxation at all T<T,. The
linearized analysis of dynamics suggests that the
existence of a continuous spectrum of relaxation
rates extending to zero is sufficient to introduce
power law decays of correlations. Thus, the un-
usual time dependence of the EA order parameter
seems to be a signature of the spin-glass state.

VIII. CONCLUSIONS

In this paper we have investigated the properties
of spin-glass models with infinite-ranged random
exchange interactions, both analytically and by
means of computer simulation experiments. The
discussion has been presented mainly, but not ex-.
clusively, in terms of Ising spins. Consideration
has been given to four theoretical approaches: (i)
a replication procedure® ® in which the random
system is mapped at the outset into a limiting case
of a fictitious pure system with extra spin labels
and higher-order interactions, (ii) high-tempera-
ture series expansion,® (iii) a mean-field theory
allowing for a different mean field on each site and
deferring all averaging to the end of the calcula-
tion,® and (iv) a MRF approximation.?'~2® Only
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the first three of these approaches claim any

degree of rigor, the fourth being heuristic.

~ In this paper we give a detailed derivation of the

first approach, and briefly review the others. The

second and third theories are discussed at length

in Ref. 8. Computer experiments presented are

. of three kinds: (a) investigation of the structure
of the low-energy states of the system, (b) Monte
Carlo simulation of the equilibrium thermody-
namics, and (c) Monte Carlo simulation of dy-
namics.

The replica procedure has been solved subject
only to making an interchange of limits (the therm-
odynamic limit, N-«, and a limit on the number
of replicas, n—0). The procedure predicts a
phase diagram with two types of magnetically
ordered phases, ferromagnet and spin-glass. The
spin-glass to paramagnet transition manifests it-
self by cusps in the zero-field susceptibility
(which'lls rounded in the presence of an external
field) and in the specific heat. At all but the low-
est temperatures, the predicted thermodynamic
functions are physical but at low temperatures the
procedure yields a finite negative entropy.

The high-temperature series expansion can be
summed exactly in the thermodynamic limit and
predicts phase transitions from paramagnet to
ordered phase at the same temperatures as found
by the replica method. In the paramagnetic phase,
analysis of the high-temperature series in zero
magnetic field confirms all the corresponding
equilibrium thermodynamic predictions of the
replica procedure. The third theoretical ap-
proach® (TAP) has been studied in detail only for

. a particular case of the general model which can
be treated by the replica procedure, namely the
case with mean exchange and external field equal
to zero. Approximate solutions within this ap-
proach, believed reliable in the thermodynamic
limit for temperatures above and close to the spin-
glass transition temperature T, are in complete
accord with the replica results above T, and agree
to the leading order in (T, — T') immediately below
the transition. At low temperatures, however,
the TAP procedure when coupled with an ansatz
for the solution® (based upon limited computer
simulations and physical intuition) leads to results
somewhat different from those of the replica
method. In particular, it does not exhibit the un-
physical negative entropy.

Monte Carlo simulations were performed on
samples of up to 800 spins with infinite-ranged
interactions to test the predictions of the various
theories and to provide quasimicroscopic informa-
tion about the low-temperature phase of a spin-
glass. The ground-state energy predicted by the
replica method lies slightly lower than the Monte

Carlo results, the difference exceeding the proba-
ble error in the simulations. The discrepancy
between the predicted internal energy and Monte
Carlo observations becomes insignificant at tem-
peratures greater than 0.57,, and at all tempera-
tures when the mean value of the exchange inter-
actions was sufficiently great for the system to
remain ferromagnetic at the lowest temperatures.

The entropy was determined by integrating the
internal energy found by simulation. To within the
accuracy of simulations S(T =0)=0. The absolute
difference between the replica theory prediction
for S(7') and observation becomes small for T
=>0.57T,. The TAP expression for the limiting be-
havior of S(7) at low temperatures gives good
agreement with the Monte Carlo results. Simu-~
lations of the specific heat and the susceptibility
are also in good agreement with the TAP ansatz.

An attempt was made to quantify the degeneracy
of the spin-glass ground state by counting the num-
ber of distinct local energy minima. The minima
were, found to occur in groups, which may be
thought of as large “valleys” in phase space. Both
the number of minima and the number of valleys
appears to increase with N, the number of spins,
as some small power of N. They therefore do not
give rise to a finite entropy at 7' =0.

The distribution of exchange fields in the spin-
glass ground state was obtained in the course of
the simulations and compared with the distribution
assumed in the mean-random-field approximation.
The two distributions prove to be very different.

Linearized random kinetic equations for the de-
cay of spin correlations above T, are derived and
solved. They give good agreement with Monte
Carlo studies of spin relaxation for 72 1.5T,. At
and below T, the decay of (S;S;(¢)) to its long time
limit, the Edwards-Anderson order parameter g
is slower than exponential. It can be accurately
described by a t~'/2 law.
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APPENDIX A

The matrix A of Eq. (2.13) is conveniently
expressed in the basis (x%,y*?), the general mem-
ber of which we shall denote by z”, where v runs
from 1 to 3n(n+1). The uv matrix element of
A,is 8% g({z})/82"82” where—N g({z}) is the ex-
ponent of the exponential integrand of (2.10). The
derivatives are evaluated with all x%, y“ set equal
to x,, y,, and expressed in terms of m,, g, using
(2.12). Thus,

0% _ Jo
9 B "6018(1 kT)

x%0x
Jo J
-— - 2
a 6"‘5)<kT>q"+(kT)m"’ (A1)

Bzg J \2
oy @ oy =Paes | 1=\pr) [~ = %amon)

J 2
X(E‘:"‘) qn(éa)’+6a5 +6ﬂ.’+55,5)
—(1=084,)(1 =0,5)(1 = 0y)(1 ~5g)

x(i)z@asﬁsrss> +(-‘-J:>2 2 (A2)
®T nt\zT/ 97>

9%g
ay P ox?

J- 1/2 J
(i) (72) oy 15, .
—(1 =8y =0, XSS ST), +m,4,],

(A3)
where
(sesBST) = Jaz(2m)71/2 exp(~}2?)tanh®Ecosh"
" [ dz(27)"2exp (4 2%)cosh" =
(A4)
and dz 1 2 = hrE
IW exp(—322) tanh*E cosh™=
aQBQYghy —
(5os8s7S®), = - —
f(zﬂ—)ﬂz exp(-3z2) cosh™=
(A5)

APPENDIX B

In this Appendix, we demonstrate explicitly that

m={(Si)h> (2.19)

q=LSi)%a, (2.20)

where m and g are the averages introduced in Sec.
II, and defined by

m=lim (S9), Tr, exp(—pre™), (B1)

n—>0

g=lim(S§ S%), Tr, exp(-pscs"); a#p,  (B2)

n—>0

where ( )ndenotes an average in the n-replica

system characterized by the effective Hamiltonian

-defined by

exp(—grc )= f I,I aJ;; P(Jij)exp<—f3;3€°‘> .

This result is true for any distribution P(Jy;), and
not restricted to the infinite-ranged models dis-

cussed in this paper.
The thermal average of the spin at any site ¢

is given by
(S;) =[Trs; exp(—pic)] /[ Tr exp(~£ic)] . (B3)
Thus,

4: S = B"[;—iln Tr exp<—B§C + Bh; si>]

h=0

9
="' — lim n™!
honso

X [Tr,, exp (—BZC‘C"‘ +Bh Z S"{)—l]'
[ i, 0 h=

0-

(B4)
Averaging over J;; we therefore find
. 9
S Ne=(NB) lim 7t~
n>o  Oh
X [Tr,, exp(— off +Bh2 S}") - 1:|
i, h=02
(B5)

where the effective Hamiltonian was given in (2.6):

= <Z SESSdy +D Sf‘Sj-"S?Ssz/ZkT)

(i) ™ o aB
-Hp.S%. (BS6)
i, o

Thus,
(S, = lim Tr,(iN)™ Y S% exp(-B3c2t)
i,
= lim (S9),Tr exp(~B3Cs™)=m . (B)

Similarly,

Z <S¢>2=B‘1 Bha lnTrwexp<_B(g(;u +3e7)
i wy

+Bh,, Zs;‘sg),
i

(B8)

where , v label distinct replicas,
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9
2 _ -1 3 -1
D Sr=8 o limn™ Tr,,
Xexp(—B > e e +5¢") +Bhy,, s‘;“sga>.
: o i,0
(B9)

Averaging over J;; and explicitly performi‘ng the
h,, differentiation we obtain

{(5:)) = Lim Tr,, (2N)™ ?_‘, SheS exp(—BICStt
]
=1im (5§S7),, Tr, exp(-B3C5iY)  (a #8)
= ling Gy TT,, exp(—BICSEE
e

=limg, Tr, exp(-p3cett) =q . (B12)
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