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Temporal networks

I Links are not always present
I Examples:

I Communication networks
I Public transportation
I Company contracts/orders
I Spreading
I Time evolution of the network

I If timescales separate we can study temporal events over a
static networks

I Aggregate network: all links and nodes ever present

MOVIE
Peter Holme - Jari Saramäki (2011) Arxiv:1108.1780
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Network definition

I Static network: G = {V ,E}
I Temporal network: T = {V ,S}, where V is the set of vertices

and S is the set of event sequences (can be directed)
I For sij ∈ S

sij =
{
t

(1)
ij , τ

(1)
ij ; t

(2)
ij , τ

(2)
ij ; . . .

}
I where event r between node i and j begins at t(r)

ij and lasts

τ
(r)
ij

I τ
(r)
ij can often be neglected

I Adjacency index

A(i , j , t) =

{
1 if i → j is active at time t

0 otherwise
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Adjacency index

I Adjacency index

A(i , j , t) =

{
1 if i → j is active at time t

0 otherwise

I Adjacency index for instantaneous events

A(i , j , t,∆t) =

{
1 if i → j is active between time t and t + ∆T

0 otherwise

I Conditional aggregate networks: A(i , j , t,∆t)
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Temporal networks: path, journey

I Path: series of distinct edges visiting distinct nodes
I Journey: a time respecting path, time window (tmin, tmax)

J1→n = {t12, t23, . . . , tn−1,n|tij ∈ S , tmin ≤ t12 ≤ · · · ≤ tn−1,n ≤ tmax}

I Reachibility: i is reachable from j , if there exists a journey
from i to j

I Set of influence: all nodes which are reachable from i

Ii (t) = {∀j |j ∈ V , ∃Ji→j}

I Source set: all nodes from which i is reachable

Si (t) = {∀j |j ∈ V ,∃Jj→i}
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Temporal networks: visualization
I Journeys are non-transitive: ∃JA→B and ∃JB→C , but @JA→C

I IA = {B,C}, SA = {B,C ,D}
I IC (t ∈ [5, 10]) = {B,D}, SC (t ∈ [5, 10]) = {A,B,D}
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Temporal networks: reachability
I Journeys with maximal waiting times: a time respecting

path, with limited event separation
J∆t
1→n = {t12, . . . , tn−1,n|tij ∈ S , t12 ≤ · · · ≤ tn−1,n; ti+1 − ti < ∆t}

I Reachability ratio: average fraction of nodes reachable from
each node

r∆t(t) =
1
N

∑
i

|I∆t
i (t)|
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Temporal networks: reachability
phone call airline
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Static motifs
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Action triggers

I Detect causal chains of
events

I Measure typical reaction
time

I Measure waiting time
between incoming and
outgoing calls

I Make histogram from it
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Action triggers histogram
I Maximum occurs at 17 seconds for returned calls
I Maximum occurs at 25 seconds for calls to a new person
I SMS peaks are typically 20-24 seconds later
I You need that much time to read an SMS
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Temporal motifs

I Now we know the relevant timescales
I We detect topological objects within the defined time window
I Sliding window over the whole data
I Null model: Shuffled time reference
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Temporal motifs: occurrence of triangles
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Temporal motifs: occurrence of triangles

I Without order
I Horizontal line: time shuffled reference
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Temporal motifs: occurrence of ordered sequences

Most frequent ones Least frequent ones
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Example of temporal effects
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Spreading on temporal networks

I Links are not always present
I This definitely slows down the spreading
I This effect can be considerable
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Importance of different effects in temporal spreading

I Original data: time ordered sequence of call events
I It contains information about the underlying network
I Correlations:

I D: daily pattern
I C: community structure
I W: weight-topology
I B: bursty single-edge dynamics
I E: event-event

Karsai et al. PRE 2011
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Link shuffling

I Select random pairs of link sequences and exchange them
I Destroys topology-weight and link-link correlation
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Time shuffling

I Destroys burstiness (and link-link correlations
I Keeps weight and daily pattern
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Importance of different effects in temporal spreading

I Original data: time ordered sequence of call events

Event sequence D C W B E 25%
Original X X X X X 33.7
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Importance of different effects in temporal spreading

I Configuration model: Network is rewired, community structure
destroyed

I Event times are shuffled: Bursty dynamics destroyed

Event sequence D C W B E 25%
Original X X X X X 33.7
Config. model X × × × × 16.4
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Importance of different effects in temporal spreading

I Configuration model: Network is rewired, community structure
destroyed

I Event times are kept Bursty dynamics kept

Event sequence D C W B E 25%
Original X X X X X 33.7
Config. shuffle X × × × × 16.4
Config. keep X × × X × 23.8
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Importance of different effects in temporal spreading

I Time shuffled event sequence
I Bursty dynamics destroyed
I Community and weight topology correlations kept

Event sequence D C W B E 25%
Original X X X X X 33.7
Config. shuffle X × × × × 16.4
Config. keep X × × X × 23.8
Orig. shuffle X X X × × 22.9
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Importance of different effects in temporal spreading

I Link sequence shuffled
I Link-link and weight topology is destroyed
I Bursty dynamics and community structure is kept

Event sequence D C W B E 25%
Original X X X X X 33.7
Config. shuffle X × × × × 16.4
Config. keep X × × X × 23.8
Orig. shuffle X X X × × 22.9
Shuffle. keep X X × X × 27.5
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Importance of different effects in temporal spreading

I Equal-weight link-sequence shuffled: Whole single-link event
sequences are randomly exchanged between links having the
same number of events

I Only link-link correlation is destroyed

Event sequence D C W B E 25%
Original X X X X X 33.7
Config. shuffle X × × × × 16.4
Config. keep X × × X × 23.8
Orig. shuffle X X X × × 22.9
Shuffle. keep X X × X × 27.5
W keep sh.,keep X X X X × 35.3
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Importance of different effects in temporal spreading
I Long time behaviour:
Event sequence D C W B E 25%
Original X X X X X 33.7
Config. shuffle X × × × × 16.4
Config. keep X × × X × 23.8
Orig. shuffle X X X × × 22.9
Shuffle. keep X X × X × 27.5
W keep sh.,keep X X X X × 35.3
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Importance of different effects in temporal spreading
I Everything slows down the spreading
I Burstiness has higher impact than topological structures
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Interevent time

I Time interval between successive events τ
I Distribution of τ is P(τ)

I Distribution is characterized by the average 〈τ〉 and the
variance σ

I Burstiness:
B =

σ − 〈τ〉
σ + 〈τ〉

I (a) B = −1: deterministic, (b) B = 0: Poisson, (c) B = 1:
bursty
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Bursty examples:

I Response times for letters

A. Vázquez PRE 2006
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Reason of bursty behavior

I Highly concentrated events
I If you pick up phone you complete more tasks
I If an old friend called you it is more probable that you call him

back soon
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Queuing model

I A queue of length L of tasks (shopping, sending email, calling,
relaxing, etc.)

I The individual selects with probability p the highest priority
task

I With probability 1− p a random task being replaced by a new
task

I New task arrives with random priority
I p → 1 deterministic highest-priority-first protocol
I p → 0 random choice protocol

Page 32



Queuing model
I Results: p = 0.9 (squares), p = 0.99 (diamonds), p = 0.999

(triangles)

P(τw ) ∼ 1− p2

4
1
τw

exp(−τw/τ0)

τ0 = [log 2− log(1 + p)]−1
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Seasoning
I Problem with day/week/year
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Deseasoning

I Rescedule the events to be periodic over a period T

I Let i be an individual
I ni (t) = 1 if there is an event ni (t) = 0 if there is not

si (t) =
t∑

t′=0

ni (t
′)

I Strength of node i over the observation period
I For a set of people Λ, the number of events at time t

nΛ(t) =
∑
i∈Λ

ni (t)

Jo et al., Circadian pattern and burstiness in mobile phone communication (2011)
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Deseasoning
I Rescaled event rate

ρΛ,T (t) =
T

sΛ

Tf /T∑
k=0

nΛ(t + kT ) sΛ =

Tf∑
t=0

nΛ(t)

τ∗ = t∗(tj+1)− t∗(tj) =
∑

0≤t′<t

ρΛ,T (t ′)
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