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Learn to play games

I Rules
I Observables
I Possible moves
I Aim: choose best move from observables
I Two methods:

I Genetic algorithm
I Reinforcement learning



Reinforcement learning

I Agent gathers information about environment (explores its
states): s0, s1, . . .

I Agent interacts with environment via actions t0, t1, . . .
I Agent gets reward depending on the actions r0, r1, . . .
I Modify agent’s policy based on reward
I Agent moves to the next state

Ideas from: Fei-Fei Li, Justin Johnson, Serena Yeung



Q-value function

I Policy produces sample trajectories (or paths)
s0, a0, r0, s1, a1, r1 . . .

I How good is a state? Value function (fitness) V , cumulative
reward from a policy

I How good is a state-action pair? The Q-value function at
state s and action a, is the expected cumulative reward from
taking action a in state s and then following the policy. This is
a conditional expected value



Bellman equation

I The optimal Q-value function Q∗ is the maximum expected
cumulative reward achievable from a given (state, action) pair:

Q∗(s, a) = maxπE

(∑
t

γtrt |s0 = s, a0 = a, π

)
,

where π is the actual policy
I Q∗ satisfies the following Bellman equation:

Q∗(s, a) = Es′∼ε
(
r + γmaxa′Q∗(s ′, a′)|s, a

)
I if the optimal state-action values for the next time-step

Q∗(s ′, a′) are known, then the optimal strategy is to take the
action that maximizes the expected value of
r + γmaxa′Q∗(s ′, a′)

I iterative solution



Reinforcement learning algorithm
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Reinforcement learning scoring



Reinforcement learning rewards

I Instantaneous, the move is scored by a global function
I Cumulative, sum up the points along the actions
I Cumulative with forget rate.


