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Machine learning Algorithm

I Cheat-sheet by Hui Li

https://whatsthebigdata.com/2017/05/02/

types-of-machine-learning-algorithms-and-when-to-use-them/
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Neural networks

I Input pattern

I Output pattern

I Adaptive wights

I Approximating non-linear

functions

I Machine learning

I Pattern recognition

I Handwriting

I Speech recognition
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Neural network

I Most used concept for pattern recognition
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Neural networks

I Input vector I

I Output vector O(I )

I Transition matrix Wij ∈ [−1, 1]
I Learning using a cost function

I Test goodness
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Neural networks: Learning

I Supervised learning

I Data training:
I Superwised learning
I Fitness function, energy:

E = T (I )− O(I ),

where T (I ) is the target vector for input I
I Minimize E for available set of {I , I (O)} pairs
I Deep learning: many layers of neurons in the neural network

I Test goodness:
I Use only part of {I , I (O)} pairs for learning, the rest is for

testing.

I Used for: pattern recognition, classi�cation, etc.
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Neural networks: Learning

I Reinforcement learning

I Cost function is a long time performance on an agent making

decisions based on the neural network.

I Test goodness:
I Compare with other agents which can be algorithmical or

based on neural networks

I Used for: control problems, AI, complex optimization
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Genetic algorithm example

Page 9



Neural networks: Learning

I Unsupervised learning:
I Deep belief network Reconstruct input based on hidden layers
I Hebbian learning weight is increased for neurons that �re

together
I Principal component analysis
I Singular value decomposition

I Supervised learning: cost function
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Deep learning

I Literature: Introduction to deep learning: https://www.cs.

princeton.edu/courses/archive/spring16/cos495/
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Deep learning: how to

I Classi�cation

I Perceptron

I Support Vector Machine

I Train the machine

I Regularization
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Deep learning: Classi�cation

I Least square

I Maximum likelihood

I Clustering
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Deep learning: Classi�cation, log likelihood
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Deep learning: Classi�cation, least square

Page 15



Deep learning: Classi�cation, explicit category
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Deep learning: Classi�cation, linear
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Deep learning: Classi�cation, linear
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Deep learning: Classi�cation, linear
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Deep learning: Classi�cation, linear
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Deep learning: Kernel model

Make non-linear model leinar
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Deep learning: Kernel model

Make non-linear model leinar
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Deep learning: Over�tting
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Deep learning: Feed forward
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Deep learning: Feed forward

Page 25



Deep learning: Feed forward
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Deep learning: Feed forward
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Deep learning: Feed forward
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Deep learning: Feed forward
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Deep learning: Feed forward
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Deep learning: Feed forward
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Deep learning: Feed forward
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Deep learning: Activation function
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Deep learning: Backpropagation
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Deep learning: Features example

https://playground.tensorflow.org/
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